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[21] Songlin Yang. Linear Transformers for Efficient Sequence Modeling. Invited talk, Stanford University. Aug. 2024.
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Open-Sourced Project

1. Flash Linear Attention
A Triton-Based Library for Hardware-Efficient Implementations of Linear Attention Mechanism.
https://github.com/sustcsonglin/flash-linear-attention/
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